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Abstract

State-of-the-art yet decades-old architecture of HPC storage systems has segregated compute and storage resources, bringing
unprecedented inefficiencies and bottlenecks at petascale levels and beyond. This paper presents FusionFS, a new distributed
file system designed from the ground up for high scalability (16K nodes) while achieving significantly higher I/O performance
(2.5TB/sec). FusionFS achieves these levels of scalability and performance through complete decentralization, and the co-location
of storage and compute resources. It supports POSIX-like interfaces important for ease of adoption and backwards compatibility
with legacy applications. It is made reliable through data replication, and it supports both strong and weak consistency semantics.
Furthermore, it supports scalable data provenance capture and querying, a much needed feature in large scale scientific computing
systems towards achieving reproducible and verifiable experiments.

I. INTRODUCTION

Today’s science is generating datasets that are increasing exponentially in both complexity and volume, making their analysis,
archival, and sharing one of the grand challenges of the 21st century. Exascale computing, i.e. 1018 FLOPS, is predicted to
emerge by 2019 with current trends. Millions of nodes and billions of threads of execution, producing similarly large concurrent
data accesses, are expected with the exascale.

As shown in our previous study [1], current state-of-the-art yet decades long storage architecture of high-performance
computing (HPC) systems would unlikely provide the support for the expected level of concurrent data access. The main
critique comes from the topological allocation of compute and storage resources that are interconnected as two cliques, as
shown in Figure 1. Even though the network between compute and storage has high bandwidth and is sufficient for compute
intensive petascale applications, it would not be adequate for data-intensive petascale computing or the emerging exascale
computing (regardless if it is compute or data intensive). Future storage systems need to be re-architected to co-locate storage
and compute resources in order to be able to better support the extreme level of concurrency expected with future computing
systems. These future storage systems should leverage the higher bi-section bandwidth of modern torus interconnects, and the
abundance of computational resources of entire system (generally 2 to 3 orders of magnitude larger than the resources found
in a dedicated segregated distributed storage system).

Fig. 1. Modern HPC system achitecture

The following examples (Figure 2) we experienced from IBM BlueGene/P at Argonne National Laboratory (ANL) would
give a more concrete idea on why storage systems in future exascale systems will be the Achilles heel.



(a) File/dir create; 16K-cores [2] (b) Read throughput [3] (c) Write efficiency [3]

Fig. 2. GPFS performance on IBM BlueGene/P

Metadata operations on parallel file systems can be inefficient at large scale. Early experiments on the BlueGene/P system
at 16K-core scales (see Figure 2(a)) shows the various costs (wall-clock time measured at remote processor) for file/directory
create on GPFS. Ideal performance would be to have a flat line. If care is not taken to avoid lock contention, performance
degrades rapidly, with operations (e.g. create directory) that took milliseconds on a single core, taking over 1000 seconds at
16K-core scales. [2, 3]

Read/Write: Reading performance of common datasets (e.g. application binaries, read-only databases) is challenging. The
experiment in Figure 2(b) shows the distribution of data from the GPFS file system to the compute nodes with two approaches:
1) pushing out the data over a spanning tree (CIO), and 2) pulling the data from each compute node independently (GPFS).
At the relatively modest scale of 4k-cores, the CIO approach outperforms GPFS by a factor of five, due to better utilization
of the bi-section bandwidth of the torus network. Writing from many compute nodes directly to parallel file systems is also
challenging; Figure 2(c) shows the poor efficiency achieved (15%-70%) with 16 second tasks producing 1KB to 1MB output.
[2, 3]

While the parallel filesystem on network attached storage (NAS) for HPC has been researched and incrementally improved
over the past decades, a more interesting and challenging problem is the design and implementation of a distributed filesystem
particularly crafted for HPC systems by leveraging local persistent storage on hundreds of thousands of compute nodes, and
scalable to millions of nodes for the emerging exascale era. None of the existing distributed filesystems meet all the HPC
requirements: for example, some do not have a POSIX interface(e.g. HDFS [4]), some have centralized metadata management
(e.g. GFS [5], HDFS [4]), Some couple data and metadata management making locality hard to achieve (e.g. Ceph [6]), while
others assume segregation of compute and storage resources (e.g. [7], [8], [9]). Moreover, none of these filesystems are
optimized for solid-state drive (SSD) which should be a perfect fit for concurrent data access in HPC: (1) SSD delivers a much
higher bandwidth and lower latency than the traditional spinning hard disk drive (HDD); (2) SSD can be accessed concurrently,
which is a especially preferable feature with recent significant improvement on multi-core and many-core technology. The benefit
of SSD for a single node file system has been extensively studied recently, for example, SCMFS [10] is a prototype built with
storage class memory, DFS [11] is developed on virtual flash storage, and the HyCache [12] user-level filesystem aimed at
delivering SSD-like performance at the cost of traditional mechanical hard drives.

We introduce FusionFS, a distributed filesystem particularly crafted for extreme scale HPC systems. FusionFS leverages
FUSE [13] to work in user space and provides a POSIX interface, so that neither the OS kernel nor applications need any
changes. Non-Volatile Memory(NVM) has proven to offer large gains for high-performance I/O-intensive applications [14], and
FusionFS complies with Gordon [15] architecture by taking local NVM as local storage coexisting with processors. FusionFS
has a completely distributed metadata management based on an implementation of distributed hash table (i.e. ZHT [16, 17])
to achieve a scalable metadata throughput. FusionFS also delivers a scalable high I/O throughput based on maximizing the
data locality in typical read/write data access patterns. Both synchronous or asynchronous data replications are supported to
maintain the system reliability. FusionFS also addresses the issue with the traditional provenance collection method [18], which
would potentially become a performance bottleneck especially for file systems meant for extreme-scales.

This paper’s contributions lie in the design and implementation of a distributed filesystem optimized for high-end
computing systems, delivering:

• A POSIX interface for backwards compatibility
• Scalable metadata throughput and I/O bandwidth
• High reliability with both strong and weak consistency semantics
• Distributed data provenance collection and query



II. RELATED WORK

There have been many shared and parallel file systems proposed since the 1980s, such as the Network File System (NFS)[19],
Andrew File System (AFS)[20], General Purpose File System (GPFS)[7], Parallel Virtual File System (PVFS)[8], Lustre[9],
Panases[21], Microsoft’s Distributed File System (DFS)[22], GlusterFS[23], XtreemFS[24], OneFS [25], and POHMELFS[26].
While the majority of these file systems expose a POSIX-like interface providing a global namespace, and many have been
adopted in cluster computing, grid computing, and even supercomputing, the biggest critique of these file systems is their
vision that compute resources should be completely agnostic of the data locality on the underlying storage system. All of these
file systems assume that the storage nodes/servers are significantly fewer than the client/compute nodes that will access the
file system, resulting in an unbalanced architecture for data-intensive workloads.

A variety of distributed file systems have been developed to address the unbalance from parallel file systems to support
data-intensive computing, such as GFS [5], HDFS [4], Sector [27], CloudStore [28], Ceph [6], GFarm [29], MooseFS [30],
Chirp [31], MosaStore [32], PAST [33], Circle [34], and RAMCloud [35]. However, many of these file systems are tightly
coupled with execution frameworks (e.g. MapReduce [36], Hadoop [4]), which means that scientific applications not using these
frameworks must be modified to use these underlying non-POSIX-compliant file systems. For those that offer a POSIX-like
interface, they lack distributed metadata management. And for those few (e.g. Ceph, PAST, Circle) that also have distributed
metadata management, they fail to decouple data and metadata management making maximizing data locality difficult. The
majority of these systems also fail to expose the data locality information for general computational frameworks (e.g. batch
schedulers) to harness the data locality through data-aware scheduling. Also, with the exception of RAMCloud, none of the
filesystems were designed and optimized for non-volatile memory storage (NVM). It is worth noting that the majority of these
distributed file systems were not designed specifically for high-end computing (HEC) and scientific computing workloads, and
the scales that HEC are anticipating in the coming years.

Some efforts have been made to address specific components of parallel/distributed file systems. GIGA+ [37] addressed
challenges from big directories where millions to billions of small files are created in a single directory. The metadata throughput
of GIGA+ significantly outperforms the traditional distributed directory implementations at up to 32-node scales. However,
it is not clear if this design would suffice for larger scale, e.g. 1K nodes and beyond. Burst Buffer [38] proposed an SSD
layer on I/O nodes to alleviate the storage bottleneck on an IBM BlueGene/P system at, and had shown its effectiveness
with simulations. DASH [39] presented a prototype supercomputer with a 1TB SSD I/O node for each super compute node.
Obviously, SSD cache on I/O nodes can deliver better bandwidth and latency than remote storage nodes. However, compute
nodes still need to talk to I/O nodes via network for every single data access, inevitably implying more latency and congestion
to some degree. On the other hand, FusionFS writes data directly onto the on-board NVM, and moreover, is a real working
system deployed on BlueGene/P at 8K nodes.

III. DESIGN AND IMPLEMENTATION

Figure 3 illustrates the allocation of different node types in a typical supercomputer setup, i.e. IBM BlueGene/P. The
traditional parallel filesystem (e.g. GPFS) is mounted on the storage nodes. The fact that compute nodes need to access
the remotely connected storage nodes was not an issue for compute-intensive applications. However this architecture would
seriously jeopardize large scale data-intensive applications. Burst Buffer [38] alleviates the issue in the sense of elevating data
from storage nodes to I/O nodes as a persistent cache. This architecture clearly has at least two advantages: (1) the network
latency is improved by reducing the hops from 2 to 1, conceptually; (2) the data concurrency is increased from O(100) to
O(1K). Nevertheless, Burst Buffer is still a “remote” storage from the perspective of compute nodes.

We propose that every compute node should actively participate in the metadata and data management, leveraging the
abundance of computational power many-core processors will have and the many orders of magnitude higher bisection
bandwidth in multi-dimensional torus networks as compared to available cost effective bandwidth into remote network persistent
storage. The benefits of this new architecture lie in its enabling of some workloads to scale near-linearly with systems scales
by leveraging data locality and the full network bisection bandwidth. We believe the next generation of HPC systems would
be equipped with local NVM (e.g. SSD), coexisting on the compute nodes to allow the system to leverage the data locality
[42].

A. POSIX Interface

In general, it is important for a filesystem to provide POSIX interface for HPC applications, since it is one of the most
widely used standard. Most HPC applications assume the underlying filesystem supports POSIX interface (many for legacy
reasons). For the sake of backward compatibility, POSIX should be supported if at all possible.

FUSE has been criticized for its efficiency on traditional HDD-based file systems. In native UNIX file systems (e.g. Ext4)
there are only two context switches between the caller in user space and the system call in kernel spaces. However for a
FUSE-based file system, context needs to be switched four times: two switches between the caller and VFS; and another two
between libfuse and FUSE. A detailed comparison between FUSE-enabled and native file systems was reported in [43], which



Fig. 3. Storage spectrum of IBM BlueGene/P

shows that a Java implementation of FUSE has about 60% overhead compared to the native file system mounted on commodity
spinning hard drives.

Our previous work [12] has shown that FUSE overhead in the context of a HPC system, particularly with C/C++ bindings on
NVMs, could be greatly compensated by the high concurrency offered by NVM. For example, Figure 4 shows that a FUSE+SSD
filesystem could achieve 580 MB/sec aggregate bandwidth (at 12 concurrent processes, the same number of hardware threads
of the test bed) for concurrent data accesses, which is about 85% of the bandwidth of the raw SSD device (i.e. SSD Ext4).

Fig. 4. FUSE Efficiency on SSD

B. Distributed Metadata Management

FusionFS metadata management relies on a distributed hash table [44], namely Zero-Hop Distributed Hash Table (ZHT)
[16, 17]. ZHT is a distributed key-value store, rather than a ready-to-use metadata management system. All it manipulates are
<key,value> entries. A key can be as simple as a string, and a value is a data blob. For FusionFS metadata, it is straightforward
to save the file name as a key in ZHT. However, the metadata of a file usually has a strict structure, e.g. user permissions, time
stamps, size, etc. Therefore we need a protocol to serialize/deserialize FusionFS metadata to/from ZHT values. The Google
Protocol Buffer [45] is a small, fast, and simple implementation for serialization and deserialization, and has been adopted by
FusionFS. We plan to integrate a more efficient encode/decode tool (e.g. Facebook/Apache Thrift [46]) in our future work.

FusionFS has different data structures for managing regular files and directories, although both regular files and directories
do share some common fields. Conventional i-node information like permissions can be found in both file types. For a regular
file, a field called addr records the node address of its primary copy. Replicas are stored in the k (default is 2) nearest neighbors,
so the replica address does not need to be stored. For a directory, there is a field called filelist to record all the files under this
directory. This field is particularly useful for providing an in-memory speed for directory read, e.g. “ls /dev/FusionFS”.



C. Data Movement

The local persistent storage in FusionFS enables many strategies for data read/write. In the traditional HPC architecture,
a compute node has to connect to an I/O node, to further connect to a storage node to access data. FusionFS, however, has
multiple choices to access data: the local compute node, the remote compute node, or the remote storage node. Conceptually,
FusionFS introduces two extra layers in the storage hierarchy: the local SSD and the remote SSD. In Figure 5, compute node
A is able to access its local SSD A and its remote SSD B, both of which are accessible via FusionFS.

Fig. 5. Storage Hierarchy with FusionFS

If data is accessed in the local SSD, FusionFS invokes the corresponding UNIX system calls. If data needs to be accessed
in a remote compute node, then we need to migrate the data across nodes. Ideally, the data transfer mechanism should be
efficient, reliable and light-weighted. User Datagram Protocol (UDP) is efficient on transferring but is an unreliable protocol.
Transmission Control Protocol (TCP), on the other hand, is reliable but has a relatively lower efficiency. Ideally, a hybrid
UDP/TCP protocol might be best, essentially a protocol that is both reliable and efficient.

We have developed our own data transfer service Fusion Data Transfer (FDT) on top of UDP-based Data Transfer (UDT) [47],
which is a reliable UDP-based application level data transport protocol for distributed data-intensive applications. UDT adds
its own reliability and congestion control on top of UDP which thus offers a higher speed than TCP.

The top consideration of our I/O design is to achieve high aggregate write throughput, as reported in [48] that supercomputer
I/O loads are quite dominated by writes. Therefore, FusionFS always tries to write files on the local SSD, in order to maximize
the write throughput. This strategy implies linearly scalable bandwidth, because there is no interference between compute nodes
(with the exception of data replication which might introduce network congestion). In theory, the aggregate write bandwidth is
the summation of bandwidth of all SSDs (assuming the network bandwidth is sufficient to keep up with the replica management).
Note that checkpointing workloads should work extremely well using this strategy.

Unlike data write, FusionFS cannot control whether the data to be read resides right on the local node, as that is decided
by the job/task scheduler which manages the computation. In the case of “remote read”, requested data are transferred from
the remote compute node(s) by FDT, and then can be read locally by the process which initiated the original read request. For
large files, a better strategy is to move the job/task to the data, rather than the data to the job/task. For example, in [49, 50], we
proposed a “data diffusion” approach to perform cooperative caching and schedule computation close to the data, and in [51]
we presented a method to predict the I/O performance given the applications’ level of I/O concurrency and I/O amount.

When a particular node has a possibility to overflow its local SSD, it would move the data to another node that has enough
SSD space, as indicated by arrow 4 in Figure 5. When the aggregate FusionFS usage reaches some threshold, then the data on
FusionFS need to be swapped to the remote NAS. On the other hand, when FusionFS has enough space, some data on NAS
can be prefetched/cached into FusionFS. This bidirectional data transfer is illustrated as arrow 3 in Figure 5. In some sense,
FusionFS works as a distributed persistent cache as Mercury [52] (proposed for virtual machines), rather than the traditional
transient cache e.g. Panache [53]. We have explored different caching mechanisms for persistent cache in the context of SSD
and HPC systems in our previous work [12], and will integrate a similar mechanism in our future work.



D. Data Reliability

The current mechanism for FusionFS to keep data reliable is data redundancy, sharing the same philosophy of GFS [5] and
HDFS [4]. FusionFS maintains k replicas of every file (i.e. the primary copy) into its k nearest neighbors. k is default to 2 in
FusionFS: every primary copy has two replicas on its previous and next compute nodes in the logical ring-shaped topology,
in a similar way employed in ZHT [17]. k value could be changed by end users to meet their application-dependent and/or
platform-specific needs. For example, some applications checkpoint huge files, so replicating would not be feasible. In this
case k could be set to 0 to disable replications.

Two semantics are supported for replica synchronization: (1) strong consistency - each write operation triggers the syn-
chronization between the primary copy and its replicas, and will not return until the synchronization is completed; (2) weak
consistency - the write operation will fork another thread to synchronize with the replicas and will return immediately when
the primary copy is updated. Strong consistency is a necessity for those applications requiring a consistent global view of data
(e.g. financial transaction), whereas weak consistency achieves better performance if eventual consistency is acceptable. Weak
consistency is the default semantic in FusionFS to synchronize replicas.

We are currently working towards the support for information dispersal algorithms [54] as an alternative to replication, in
order to improve storage efficiency and to reduce network bandwidth needed.

E. Data Provenance

Data provenance is the service describing how data was derived. Some file systems have so far proposed a central system
for provenance collection [18]. This is a performance bottleneck, especially for file systems meant for extreme-scales. This
section describes the development of such a distributed provenance capture and query service, that has been integrated into
FusionFS as a fundamental storage service.

As an introductory example, Figure 6 shows a typical query tree (compliant to the OPM Provenance Model [55]) in filesystem
provenance. This tree will be available when a user asks something like “what happened to ∼/origin file”. The query can be
interpreted as the following. One node (12.0.0.1) creates a file (origin file), which is then copied by a bunch of other nodes
(12.0.0.2, ..., 12.4.0.16) and saved as a local copy on each (backup a, ..., backup b).

Fig. 6. An output example of provenance query

To capture the provenance information, FusionFS collects every block-level POSIX operation, and caches it in a local hash
table (not the local instance of ZHT), where each key represents a vertex in the query tree. All entries of this local hash table
will be saved to the underlying ZHT instance (either local or remote, depending on the hash value of the file name) only when
the file is closed. In this two-stage way, we avoid the overhead introduced by many small writes to ZHT.

F. Implementation

The software stack of FusionFS is shown in Figure 7. Three services (metadata, data transfer, and provenance) are on top
of the stack, that are supported by FusionFS Core and FusionFS Utilities interacting with the kernel FUSE module.

IV. EVALUATION

We have scaled FusionFS up to 16K nodes on BlueGene/P. The aggregate throughput shows an excellent scalability, as
reported in Figure 8.



Fig. 7. FusionFS software stack

Fig. 8. FusionFS throughput

V. USE CASE: EFFICIENT CHECKPOINTING

The combination of FusionFS’ policy that writes are always local, along with asynchronous replications for data reliability,
offers a great opportunity for reducing the optimal checkpointing interval (OPT) [68]:

OPT =
√

2δ(M +R)− δ,

where δ is the checkpointing time, M is the mean-time-to-failure (MTTF), and R is the rebooting time. IBM claims each
BlueGene/P node has 1000-year MTTF. Then the MTTF of the 1K-node system is 1 year, and the rebooting time (in minutes)
is negligible comparing to the MTTF. Assuming each node writes 128MB data, FusionFS OPT and GPFS OPT are shown in
Figure 9. FusionFS shows a significantly smaller OPT compared to GPFS at all scales (where smaller is better). As mentioned
earlier, PVFS could not scale beyond 256 nodes.

Fig. 9. Optimal Checkpointing Time comparing FusionFS, PVFS, and GPFS



VI. CONCLUSION AND FUTURE WORK

This paper presented FusionFS, a distributed filesystem for large scale data-intensive applications. In addition to the usual
features (POSIX and reliable), FusionFS also supports distributed metadata management and distributed data provenance capture
and query. Our main message is that, by combining lessons learned from parallel file systems (e.g. GPFS), distributed file
systems (e.g. HDFS), peer-to-peer systems (e.g. distributed hash tables), along with new advances in hardware (e.g. SSD), we
can define a new storage architecture that is optimized for future high-end computing at extreme scales. This work proposes
to break the accepted practice of segregating storage resource from computational resources, and to leverage the abundance of
processing power, bisection bandwidth, and local I/O commonly found in today’s and future high-end computing systems. We
believe the radical storage architecture changes proposed by FusionFS will make future exascale computing more tractable.

We are working on a library of APIs exposed to application developers to completely bypass the FUSE layer, which would
further improve the performance of those applications that do not require POSIX interfaces. We have developed a hybrid
SSD/HDD caching system [12] to provide a SSD-level performance while keeping the space capacity and per-GB cost similar
to HDD. This caching system will be integrated into FusionFS to make it more cost-effective. We have also explored the
potential of a GPU-based erasure coding mechanism to achieve highly efficient data reliability than data replications. We also
intend to study the suitability of FusionFS as a file system supporting highly efficient checkpointing operations. We also plan
to expose data locality, and offer interfaces to scheduling systems (e.g. Falkon [58], Slurm [69]) and parallel programming
systems (e.g. Swift [57]) to allow better scheduling that can optimize data locality. Finally, we plan to scale FusionFS to the
largest systems available, to O(∼100K) nodes, with the ultimate scalability goals at O(1M) nodes.
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