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For many decades, a huge performance gap has existed between volatile memory and 

mechanical hard disk drives. This will be a critical issue with extreme scale computing 

systems. Although non-volatile memory has been around since the 1990's, mechanical 

hard disk drives are still dominant due to large capacity and relatively low cost. We 

have designed and implemented HyCache, a user-level file system that leverages both 

mechanical hard disk drive cost-effectiveness and solid-state drive performance. We 

adopted FUSE to deliver a user-level POSIX-compliant file system that does not require 

any OS or application modifications. HyCache allows multiple devices to be used to-

gether to achieve better performance while keeping costs low. An extensive evaluation 

is performed using synthetic benchmarks as well as real world applications, which 

shows that HyCache can achieve up to 7X higher throughput and 76X higher IOPS over 

traditional Ext4 file systems on mechanical hard disk drives. 

● Request Handler interacts with end users and passes user requests to file dispatcher.  

● File Dispatcher takes file requests from request handler and conducts the operations.  

● Persistent Storage is a mix of high- and slow-speed storage block devices. 

The HyCache mount point itself is not only 

a single local directory but a virtual entry 

point of two mount points for SSD parti-

tion and HDD partition, respectively. 

● User-level file system: no change to OS kernel, no change to applications, no privilege needed 

● Fully POSIX-compliant: no need to learn any new syntax  

● High throughput: up to 7X bandwidth than Ext4 on HDD 

● Low latency: up to 76X IOPS than Ext4 on HDD 

● Easy to customize: plug in your own caching algorithms (LRU and LFU already built-in)  

● SSDAlloc: a SSD extension to main memory, NSDI 2011 

● I-CASH: SSD-\mapping random I/O to sequential I/O, HPCA 2011 

● Hystor: a kernel-level hybrid SSD+HDD storage, ICS 2011 

● HeteroDrive: SSD redundancy buffer for disk arrays, IPDPS 2010 

● HyCache website: http://datasys.cs.iit.edu/projects/HyCache/index.html 

● HyCache is a cost-effective solution to alleviate the storage bottleneck 

● This work can be a solid building block for future distributed storage systems, aimed at delivering comparable performance of an all SSD solution at a 

fraction of the cost 

● Our extensive performance evaluation showed that user-level file systems can be competitive with kernel-level file systems as well as embedded hybrid 

hard drive technologies. 

● HyCache will adopt NoVoHT to improve the performance of metadata operations as the default metadata management. 

● HyCache will be eventually integrated into FusionFS which is a high-performance distributed file system aimed at exascale computing 
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